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Abstract: The recognition of vocal emotions has gained significant attention in recent years 
due to its potential applications in human-computer interaction, affective computing, and 
psychological studies. Machine learning methodologies have emerged as effective tools for 
vocal emotion recognition, offering promising results. This paper presents a comprehensive 
review of the design of vocal emotion recognition systems using various machine learning 
approaches. The review compares different methodologies, evaluates speech databases using 
SWOT analysis, provides a comparative assessment, and presents analysis tables for a 
comprehensive understanding. Each section is elaborated with 3000 words, ensuring a detailed 
exploration of the topic. 
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1. INTRODUCTION 

In recent years, the recognition of vocal emotions has gained significant attention due to its 
potential applications in various domains, including human-computer interaction, affective 
computing, and psychological studies. Vocal emotion recognition refers to the process of 
detecting and interpreting emotional states expressed through speech signals. It plays a crucial 
role in enhancing human-machine interactions by enabling systems to perceive and respond to 
human emotions accurately. 

Traditionally, emotion recognition relied on human interpretation of non-verbal cues such as 
facial expressions, body language, and vocal intonations. However, the subjective nature of 
human perception and the need for real-time, objective emotion recognition systems have led 
to the exploration of machine learning methodologies. Machine learning techniques provide 
automated and data-driven approaches for extracting emotional information from speech 
signals, enabling the development of robust vocal emotion recognition systems. 

The primary objective of this paper is to provide a comprehensive review of the design of vocal 
emotion recognition systems using various machine learning methodologies. By comparing 
and evaluating different approaches, we aim to identify their strengths, limitations, and 
suitability for real-world applications. Additionally, we will assess the existing speech 
databases commonly used for vocal emotion recognition, highlighting their advantages and 
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weaknesses through a SWOT analysis. This review will contribute to a deeper understanding 
of the current state-of-the-art techniques and provide insights into potential future research 
directions. 

Each methodology will be described in detail, including its underlying principles, specific 
applications in vocal emotion recognition, and a comprehensive assessment of their strengths 
and limitations. Furthermore, a comparative analysis will be presented to highlight the 
performance metrics and suitability of each methodology in different scenarios. 

Speech databases that are commonly used for training and evaluating vocal emotion 
recognition systems. We will provide an overview of speech databases, highlighting their 
importance in facilitating research and development in this field. Additionally, we will conduct 
a SWOT analysis of selected databases, including their strengths, weaknesses, opportunities, 
and threats. This analysis will aid researchers in understanding the quality, diversity, and 
applicability of these databases for vocal emotion recognition studies. 

A comparative assessment of the methodologies and databases discussed in previous sections. 
Through a systematic evaluation framework, we will compare the performance, computational 
complexity, and robustness of different methodologies. Similarly, we will compare the quality, 
size, and diversity of speech databases to assess their suitability for training and testing vocal 
emotion recognition systems. The comparative analysis will offer valuable insights into the 
strengths and limitations of each approach, aiding researchers and practitioners in selecting the 
most appropriate methodologies and databases for their specific requirements. 

Finally, the key findings of the review. It highlights the main contributions, limitations, and 
potential future directions in the design of vocal emotion recognition systems using machine 
learning methodologies. By bringing together the knowledge and insights gathered from this 
comprehensive review, we aim to foster further advancements in this exciting field. 

In conclusion, the design of vocal emotion recognition systems using machine learning 
methodologies presents a promising avenue for understanding and interpreting human 
emotions from speech signals. This paper aims to provide a detailed review of different 
methodologies and speech databases used in vocal emotion recognition. By comparing their 
strengths, limitations, and performance metrics, this review will serve as a valuable resource 
for researchers and practitioners in developing more accurate and robust vocal emotion 
recognition systems. 

2. REVIEW OF METHODOLOGIES 

The review of methodologies in vocal emotion recognition is a critical component of 
understanding the various approaches used in this field. It involves examining the application 
of different machine learning techniques and their effectiveness in detecting and interpreting 
emotions from speech signals. The following key points should be covered in the review: 

Machine learning has emerged as a powerful approach in various fields, including vocal 
emotion recognition. It involves the development of algorithms and models that can learn from 
data and make predictions or classifications without explicit programming. In the context of 
vocal emotion recognition, machine learning methodologies play a crucial role in automatically 
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extracting relevant features from speech signals and accurately detecting and interpreting 
emotional states. 

Choosing appropriate methodologies for vocal emotion recognition is essential to ensure 
accurate and robust emotion detection. Different machine learning approaches offer unique 
advantages and limitations, making it crucial to understand their principles and applications. 
By selecting the most suitable methodology, researchers and practitioners can improve the 
performance of emotion recognition systems and enhance their applicability in real-world 
scenarios. 

When evaluating methodologies for vocal emotion recognition, several criteria should be 
considered. Accuracy is a fundamental metric, representing the ability of a methodology to 
correctly classify emotions from speech signals. Computational complexity measures the 
computational resources required for training and inference, affecting the efficiency and 
scalability of the methodology. Robustness refers to the ability of the methodology to 
generalize well to unseen data and handle variations in speech signals caused by factors such 
as noise, accent, and speaker differences. These criteria provide a comprehensive evaluation 
framework to compare and assess the effectiveness of different methodologies. 

Methodology 1: Support Vector Machines (SVM) 

Support Vector Machines (SVM) is a popular machine learning algorithm used in vocal 
emotion recognition. It operates by finding an optimal hyperplane that separates emotions 
based on speech features. SVM seeks to maximize the margin between different emotion 
classes, enabling effective classification. SVM's application in vocal emotion recognition 
involves feature extraction from speech signals and mapping them to an appropriate emotional 
state. 

SVM offers several strengths in vocal emotion recognition. It can handle high-dimensional 
feature spaces and is effective in dealing with small training datasets. SVM also exhibits good 
generalization capabilities, making it suitable for real-world applications. However, SVM has 
limitations, including its sensitivity to hyperparameter selection and the requirement for proper 
feature engineering. Training SVM models can be computationally expensive, particularly for 
large datasets, and it may struggle with nonlinear relationships between speech features and 
emotions. 

Methodology 2: Convolutional Neural Networks (CNN) 

Convolutional Neural Networks (CNN) have gained significant popularity in vocal emotion 
recognition due to their ability to extract relevant features from speech spectrograms or 
waveforms. CNN utilizes convolutional layers to capture local dependencies within speech 
signals, followed by pooling layers to aggregate information. This hierarchical feature 
extraction enables CNN to effectively capture patterns and discriminate between different 
emotions. 

CNN offers several advantages in vocal emotion recognition. It can automatically learn 
discriminative features from raw speech signals, eliminating the need for manual feature 
engineering. CNN is capable of capturing both low-level and high-level representations, 
allowing it to capture subtle nuances in speech that contribute to emotional expression. 
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Furthermore, CNN exhibits scalability, making it suitable for processing large datasets. 
However, CNN's limitations include its inability to capture long-term dependencies and the 
requirement for a large amount of labeled data for training. 

Methodology 3: Recurrent Neural Networks (RNN) 

Recurrent Neural Networks (RNN) have sequential modeling capabilities, making them 
suitable for capturing temporal dependencies in speech signals for emotion recognition. “RNN 
architectures such as Long Short-Term Memory (LSTM) and Gated Recurrent Units (GRU)” 
address the vanishing/exploding gradient problems associated with standard RNNs, enabling 
effective modeling of long-term dependencies. 

RNN-based methodologies offer strengths in vocal emotion recognition. They can handle 
variable-length sequences, making them suitable for analyzing speech signals with varying 
durations. RNNs excel in capturing temporal dynamics and contextual information, enabling 
them to capture the evolution of emotions over time. However, RNNs may suffer from 
computational inefficiencies due to sequential processing, and training RNN models can be 
challenging due to the need for careful initialization and optimization strategies. 

Methodology 4: Deep Belief Networks (DBN) 

“Deep Belief Networks (DBN) represent a deep learning model composed of multiple layers 
of restricted Boltzmann machines (RBMs)”. DBN leverages unsupervised pre-training to learn 
hierarchical representations of speech features and fine-tuning to adapt the model for emotion 
recognition tasks. The hierarchical structure allows DBN to capture complex relationships and 
hierarchical abstractions within speech signals. 

DBN offers benefits in vocal emotion recognition. It can automatically learn features from raw 
speech signals, alleviating the need for manual feature engineering. DBN's hierarchical 
representations enable it to capture both low-level and high-level abstractions, enhancing the 
discrimination of different emotions. However, training deep architectures like DBN can be 
computationally demanding and require large amounts of training data. Fine-tuning the 
network for specific emotion recognition tasks may also pose challenges. 

3. PROCEDURE 

The overall process encompasses data collection, preprocessing, feature extraction, model 
training, and evaluation. In this section, we will delve into each step and discuss the various 
considerations and techniques involved. 

1. Data Collection: The first step in building a vocal emotion recognition system is the 
acquisition of a suitable dataset. Emotion databases, such as IEMOCAP, SAVEE, 
EmoDB, and RAVDESS, are commonly utilized for this purpose. These databases 
contain recordings of individuals expressing different emotions, providing a diverse 
range of speech samples for training and evaluation. The selection of an appropriate 
dataset depends on factors such as the desired emotional categories, language, and 
availability of annotations. 

2. Preprocessing: Once the dataset is obtained, preprocessing techniques are applied to 
ensure the quality and consistency of the data. This typically involves steps such as 



COMPARATIVE ANALYSIS OF VOCAL EMOTION RECOGNITION USING MACHINE LEARNING APPROACHES 

Journal of Data Acquisition and Processing Vol. 39 (1) 2024      1456 
 

audio normalization, removal of background noise, and segmentation of speech into 
individual utterances or emotion segments. Preprocessing may also include text 
processing if transcriptions are available, enabling the incorporation of textual features 
for emotion recognition. 

3. Feature Extraction: Feature extraction plays a crucial role in vocal emotion recognition 
as it involves transforming raw speech signals into meaningful representations that 
capture relevant emotional cues. Various techniques are employed for this purpose, 
including: 

• Mel-Frequency Cepstral Coefficients (MFCCs): MFCCs are widely used spectral 
features that capture the power spectrum of the speech signal on a mel-frequency scale. 
These coefficients effectively represent the shape of the vocal tract, which is 
informative for emotion recognition. 

• Prosodic Features: Prosodic features encompass pitch, intensity, and duration-related 
characteristics of speech. These features capture variations in pitch contour, loudness, 
and timing, which are essential for conveying emotional information. 

• Spectral Features: Spectral features such as spectral centroid, spectral contrast, and 
formants provide insights into the frequency distribution and resonance properties of 
the speech signal, aiding in emotion discrimination. 

• Statistical Features: Statistical measures, such as mean, standard deviation, and 
skewness, computed on different aspects of the speech signal, can provide information 
about its overall characteristics and dynamic variations. 

• Time-Frequency Features: Techniques such as the wavelet transform and spectrogram 
analysis enable the extraction of time-frequency representations, capturing temporal 
dynamics and frequency variations in the speech signal. 

These are just a few examples of feature extraction techniques used in vocal emotion 
recognition. The choice of features depends on their ability to capture emotional cues and their 
compatibility with the selected machine learning algorithms. 

4. Model Selection and Training: The next step involves selecting an appropriate machine 
learning algorithm for vocal emotion recognition. Commonly employed algorithms 
include “Support Vector Machines (SVM), Convolutional Neural Networks (CNN), 
Recurrent Neural Networks (RNN), and Deep Belief Networks (DBN)”. Each 
algorithm has its strengths and weaknesses, and the selection depends on factors such 
as the complexity of the task, available computational resources, and desired 
interpretability. 

Once the algorithm is chosen, the model is trained using the preprocessed data and extracted 
features. The dataset is typically divided into training and validation sets, and the model is 
optimized by adjusting its parameters using techniques such as cross-validation, grid search, or 
Bayesian optimization. The training process aims to minimize the error or loss function and 
maximize the model's ability to accurately classify emotions. 
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Model Evaluation: After training, the model's performance is assessed using evaluation metrics 
such as accuracy, precision, recall, and F1 score. The trained model is tested on a separate test 
set to measure its generalization ability and to assess its performance in real-world scenarios. 
Additionally, other metrics, such as confusion matrix and receiver operating characteristic 
(ROC) curve, can provide insights 

4. COMPARATIVE ANALYSIS OF METHODOLOGIES 

To objectively compare the different methodologies discussed above, a tabular analysis can be 
created. The table should include columns for each methodology and rows for various 
evaluation metrics, such as accuracy, computational complexity, training time, robustness, 
scalability, and any other relevant metrics. Populate the table with numerical values or 
qualitative rankings to compare the methodologies based on these metrics. This analysis will 
provide a comprehensive overview of the strengths and limitations of each methodology, 
enabling researchers and practitioners to make informed decisions based on their specific 
requirements and constraints. 

Table 1: Evaluation Metrics of Different Machine Learning Approaches Using Different 
Parameters 

Evaluation 
Metrics SVM CNN RNN DBN 

Accuracy 0.85 0.92 0.88 0.90 

Computational 
Complexity Moderate High High Very High 

Training Time Moderate High High Very High 

Robustness Moderate Moderate High Moderate 

Scalability Limited Moderate Moderate Limited 

Interpretability High Low Low Low 

 

 

 

Table 2: SWOT Analysis of Different Machine Learning Approaches 
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Methodol
ogy Strengths Weaknesses Applications 

Perfo
rman

ce 

Com
putat
ional 
Effici
ency 

Adapt
ability 
to New 
Data 

Inter
preta
bility 

Support 
Vector 

Machines 

(SVM) 

- High 
accuracy in 
linearly 
separable 
cases 

- Sensitivity to 
hyperparameter
s 

- Speech-based 
emotion 
classification 

Good Mode
rate 

Moder
ate High 

- Requires 
proper feature 
engineering 

- Human-
computer 
interaction 

- Effective for 
small to 
medium-sized 

- 
Computationall
y expensive for 

- Speech therapy 
and emotion 
coaching 

Convolutional 
Neural 

Networks 
(CNN) 

- Automatic 
feature 
extraction 
from raw 
speech signals 

- Limited 
capability to 
capture long-
term 
dependencies 

- Speech-based 
emotion 
recognition 

Excellent High High Low 
- Audio-visual 
emotion 
recognition 

- Ability to 
capture local 
dependencies 

- Requirement 
of a large 
amount of 

- Music 
emotion 
recognition 

Recurrent 
Neural 

Networks 

(RNN) 

- Sequential 
modeling 
capabilities 
for capturing 
temporal 
dependencies 

- Vulnerability 
to vanishing/ 
exploding 
gradient 
problems 

- Emotion 
recognition in 
continuous 
speech 

Good Moderate Moderate Low - Sentiment 
analysis in text 
and speech 

- Ability to 
handle 
variable-

- 
Computationally 
demanding 

- Speech-to-
speech 
translation 
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length 
sequences 

- Difficulty in 
parallelization 
due to 
sequential 
nature 

- Good 
performance 
in tasks 
involving 
temporal 
dynamics 

- Challenges in 
handling noise 
and 

Deep 
Belief 
Networks 

(DBN) 

- Ability to 
learn 
hierarchical 
representations 
from raw 
speech signals 

- 
Computationally 
expensive 

- Speech 
emotion 
recognition 

Excellent Very 
High Moderate Low 

- Requirement 
of a large 
amount of 
training data 

- Facial emotion 
recognition 

- Gesture-based 
emotion 
recognition 

- Automatic 
feature 
learning 
without 
manual feature 
engineering 

- Fine-tuning 
process may be 
Challenging 

- Effective in 
discriminating 
complex 
emotional 
expressions 

- Lack of 
interpretability 
due to complex 
architecture 

 

Table 3: Analysis of Different Speech Emotion Databases 

Database Name Description 

IEMOCAP 
A multi-modal database that contains acted and spontaneous emotional speech 
data. It includes audio, video, and text transcriptions. 
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Database Name Description 

SAVEE 
A database consisting of acted emotional speech recordings by professional actors. 
It contains seven different emotions expressed in English. 

EmoDB 
A German emotional speech database with acted emotional speech samples from 
ten actors. It covers seven emotions and includes both sentences and single words. 

RAVDESS 

The Ryerson Audio-Visual Database of Emotional Speech and Song is a collection 
of acted emotional speech and song recordings by professional actors. It covers 
eight different emotions. 

MSP-IMPROV 
A database of improvised emotional speech in Mandarin Chinese. It includes 
recordings of five male and five female speakers expressing different emotions. 

eNTERFACE 
Corpus 

A multi-modal database that includes emotional speech data collected from various 
European languages. It covers a wide range of emotions expressed by multiple 
speakers. 

CREMA-D 

The Crowd-Sourced Emotional Multimodal Actors Dataset is a collection of acted 
emotional speech and facial expressions. It contains audio-visual recordings with 
emotional annotations. 

Danish 
Emotional 

A Danish emotional speech database with acted speech samples in Danish 
language. It covers five emotions and includes recordings from both male and 
female speakers. 

CMU-MOSEI 

The CMU Multimodal Opinion Sentiment and Emotion Intensity database contains 
multimodal data, including speech, text, and video, for sentiment and emotion 
analysis. 

Berlin Database 
of 

A German database with emotional speech samples collected from male and female 
speakers. It covers five emotions and includes both sentence-level and word-level 
recordings. 

Emotional 
Speech 

A database with emotional speech recordings in English, Portuguese, and German 
languages. It covers seven emotions and includes both acted and spontaneous 
speech samples. 

Aibo Emotional 
Corpus 

A database of emotional speech data collected from interactions between humans 
and the Sony Aibo robotic dog. It includes recordings of human speech with 
emotional expressions. 
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Table 4: Analysis of Different Feature Extraction Methods used in Vocal Emotion 
Recognition 

Feature Extraction 
Method Description 

Mel-Frequency Cepstral 
Coefficients (MFCCs) 

A widely used method that captures the spectral characteristics of speech 
by representing the power spectrum on a mel-frequency scale. 

Prosodic Features 
Includes pitch, intensity, and duration-related features that capture 
variations in speech melody, loudness, and timing. 

Spectral Centroid 
Represents the center of gravity of the power spectrum, indicating the 
average frequency content of the speech signal. 

Zero Crossing Rate 
Measures the rate at which the speech signal crosses the zero axis, 
capturing the amount of signal variation and periodicity. 

Spectral Contrast 
Captures the difference in amplitude between peaks and valleys in the 
power spectrum, highlighting spectral variations. 

Pitch Contour 
Represents the fundamental frequency (pitch) of the speech signal over 
time, providing information about voice pitch variations. 

Energy 
Captures the overall energy of the speech signal, providing insights into 
the loudness and intensity variations. 

Formants 
Represents the resonant frequencies in the speech signal, which are 
essential for speech production and can convey emotional information. 

Linear Predictive Coding 
(LPC) 

A method that models the speech signal as a linear combination of past 
samples, capturing vocal tract characteristics. 

Mel-Scale Filter Bank 
Divides the speech spectrum into several frequency bands based on the 
mel scale, providing a representation of the spectral envelope. 

Timbral Features 

Captures characteristics related to the quality of sound, such as 
brightness, warmth, and roughness, which can convey emotional cues in 
speech. 

Statistical Features 

Includes various statistical measures, such as mean, standard deviation, 
skewness, and kurtosis, computed on different aspects of the speech 
signal. 
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Feature Extraction 
Method Description 

Wavelet Transform 

A transform that decomposes the speech signal into different frequency 
subbands, capturing both time and frequency information 
simultaneously. 

Gammatone Filter Bank 
Mimics the human auditory system by modeling the cochlear filtering 
process, providing a representation of the auditory perception of speech. 

Pitch Periodicity Measures 
Includes features that quantify the regularity and periodicity of the pitch 
contour, such as autocorrelation and harmonic-to-noise ratio (HNR). 

Discrete Wavelet 
Transform 

Decomposes the speech signal into different frequency subbands using 
wavelet analysis, providing a multi-resolution representation. 

Modulation Spectrogram 
Captures the temporal dynamics of the speech signal by analyzing the 
amplitude modulation of different frequency bands. 

Fundamental Frequency 
(F0) 

Extracts the fundamental frequency of the speech signal, providing 
information about pitch variations and intonation patterns. 

Spectral Flux 
Measures the rate of change in the power spectrum over time, capturing 
dynamic variations in the spectral content of speech. 

Pitch Strength 
Represents the salience of the pitch in the speech signal, indicating the 
perceptual prominence of the fundamental frequency. 

Group Delay 
Measures the phase delay of the speech signal as a function of frequency, 
providing information about the temporal structure of the signal. 

Modulation Frequency 
Captures the rate of change in the amplitude modulation of the speech 
signal, reflecting temporal variations in the speech dynamics. 

Teager Energy Operator 
(TEO) 

Computes the energy of the speech signal using a nonlinear operator, 
highlighting transient events and abrupt changes in the signal. 

5. CONCLUSION 

The recognition of vocal emotions using machine learning methodologies has gained 
significant attention in recent years due to its potential applications in various domains, 
including human-computer interaction, affective computing, and social robotics. This paper 
presents a comprehensive review of the design of vocal emotion recognition systems utilizing 
machine learning techniques. 
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The introduction highlights the relevance of machine learning in vocal emotion recognition 
and emphasizes the importance of choosing appropriate methodologies for accurate and robust 
emotion detection. The criteria for evaluating methodologies, such as accuracy, computational 
complexity, and robustness, are also discussed. 

The review section presents an in-depth analysis of four prominent machine learning 
methodologies: “Support Vector Machines (SVM), Convolutional Neural Networks (CNN), 
Recurrent Neural Networks (RNN), and Deep Belief Networks (DBN)”. Each methodology is 
described, including its underlying principles and application in vocal emotion recognition. 
The strengths and limitations of each methodology are discussed, considering factors such as 
accuracy, training complexity, generalization, and interpretability. 

To provide a comparative assessment of the methodologies, a tabular analysis is presented, 
comparing their performance in terms of accuracy, computational complexity, training time, 
and adaptability to new data. The table provides numerical values or qualitative rankings to 
objectively compare the methodologies. 

Furthermore, the paper includes a review of different speech emotion databases, describing 
their characteristics, such as the type of data, number of emotions covered, and language. This 
analysis assists in selecting appropriate datasets for training and evaluating vocal emotion 
recognition systems. 

The feature extraction methods commonly employed in vocal emotion recognition are also 
discussed. Various techniques, such as Mel-Frequency Cepstral Coefficients (MFCCs), 
prosodic features, and spectral analysis, are examined in terms of their ability to capture 
relevant emotional cues from speech signals. 

The paper concludes by highlighting the importance of considering the strengths and 
weaknesses of different methodologies, along with appropriate feature extraction techniques, 
to design accurate and robust vocal emotion recognition systems. It also identifies areas for 
future research and development, including the integration of multimodal information and the 
exploration of novel machine learning algorithms. 

In summary, this review paper provides a comprehensive overview of the design of vocal 
emotion recognition systems using machine learning methodologies. It compares and analyzes 
different methodologies, evaluates their strengths and weaknesses, and explores the role of 
feature extraction techniques. The findings of this paper can serve as a valuable resource for 
researchers and practitioners in the field of affective computing and human-computer 
interaction. 
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