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Abstract—The burgeoning prevalence of diabetes globally necessitates swift diagnosis and 
effective intervention for public health benefit. Leveraging data from the Behavioural Risk 
Factor Surveillance System (BRFSS) dataset, the current piece of research is trying to figure 
out if machine learning algorithms can be used for diabetes detection. By analysing a range of 
health indicators including blood pressure, cholesterol, BMI, lifestyle factors, and socio-
demographic features, the research employs algorithms for example Logistic Regression, 
CatBoost, K-Nearest Neighbours (KNN), Random Forest, Decision Tree to predict diabetes 
status. Through meticulous data preparation involving dealing with absent data, transforming 
categorical variables into numerical representations, and standardizing numerical attributes, 
followed by evaluation using designated test subsets, the study aims to delineate the most 
efficient algorithmic strategies for diabetes diagnosis, contributing insights to healthcare 
analytics and proactive disease management. 
Keywords—Machine Learning, Diabetes diagnosis, Health indicators, Cat Boost, Random 
Forest, F1-score, Evaluation. 
 

I. INTRODUCTION 

Diabetes mellitus, an enduring metabolic condition marked by elevated levels of blood sugar, 
represents a considerable global health issue. Its incidence continues to rise, underscoring the 
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urgent need for timely diagnosis and effective treatment approaches. Diabetes exists in various 
forms, with type 1 diabetes stemming from inadequate insulin production and type 2 diabetes 
linked to insulin resistance and reduced insulin effectiveness. Without proper intervention, 
diabetes can trigger numerous Complications such as cardiovascular issues, renal concerns, 
and nerve deterioration contribute to the condition severe health complications and increased 
mortality rates.    
With the escalating challenges posed by diabetes, there's been a focused endeavor to seek novel 
methods to enhance its detection and treatment. Owing to the great leap in the application of 
machine learning in the medical field, utilizing the tools which are provided by machine 
learning is a more promising and emerging path in improving the diagnostic accuracy and 
prediction across many medical fields. into extensive collections of Health-related information 
like Behavioral Risk Factor Surveillance System (BRFSS) dataset, machine learning [5] 
algorithms present a powerful resource for extracting valuable insights and assisting healthcare 
professionals in making informed decisions. 
The BRFSS dataset, a comprehensive repository of health indicators, encompasses a wide 
range of variables pertinent to diabetes assessment. These include parameters like blood 
pressure, cholesterol levels, body mass index (BMI), lifestyle elements, and sociodemographic 
characteristics. This study aims to leverage machine learning capabilities to utilize the abundant 
data available and create predictive models for diagnosing diabetes. Employing a diverse array 
of machine learning practitioners utilize techniques such as Decision Trees, Random Forest 
and Logistic Regression. Cat Boost, and K-Nearest Neighbors (KNN),[1] seek to leverage these 
health indicators to accurately predict diabetes status. 
Before training and assessing the models, thorough preprocessing steps are carried out to 
ensure the accuracy and consistency of the data. The missing data is managed, binary 
categorical variables are converted in to the format suitable for the models, and the numerical 
features are standardized for the best performance of the models, too [11]. Using systematic 
search machine learning algorithms makes the machine learning more efficient and effective 
techniques, this study aims to offer valuable insights into their potential for diagnosing 
diabetes. Equipping healthcare professionals with reliable predictive tools can aid in early 
detection and intervention, ultimately enhancing patient outcomes and advancing diabetes 
management. However, while promising, the theoretical application of current models in 
practical healthcare circumstances of the real world is hindered by the fact that these models 
need more validation and refinement through dedicated research efforts. 

II. LITERATURE REVIEW 

[1] Farajollahi et al. devised a machine learning-driven strategy for diabetes diagnosis, 
achieving 83% accuracy with Adaboost. They compared various classifiers including Decision 
Tree, logistic regression, Support Vector Machine (SVM), Adaboost and Random Forest 
alongside latter demonstrating the highest accuracy. 
[2] Kalia et al. designed a web-based diabetes prediction system employing methods such as 
Naïve Bayes, Logistic Regression, K-nearest neighbors, Random Forest, Support Vector 
Classifier and Decision Tree. They utilized preprocessing techniques and data visualization to 
boost the accuracy of classification.  
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[3] Derozier et al. proposed a method using qualitative color scales and machine learning 
algorithms to display glycemic data effectively for diabetes management. They demonstrated 
the utility of their approach in highlighting important glycemic patterns. 
[4] Cho et al. applied logistic regression and SVM for predicting diabetic nephropathy, 
achieving high accuracy with linear SVM classifiers. They employed feature selection methods 
to improve classification performance. 
[5] Arumugam et al. investigated multi-disease indicator using various algorithms that machine 
learning use, with decision trees consistently outperforming other models. Their study 
emphasized the significance of data mining in healthcare for predicting diseases. 
[6] Kavakiotis et al. Conducted a comprehensive examination of applications that machine 
learning  use in the context of diabetes. research, with support vector machines being the most 
successful algorithm. They highlighted the usefulness of extracting valuable knowledge from 
clinical datasets. 
[7] Ak et al. they conducted a relative assessment of breast cancer identification, attaining the 
top prediction precision of 98.1%. with logistic regression. They emphasized the importance 
of accurate diagnosis in breast cancer treatment. 
[8] Mujumdar and Vaidehi proposed a diabetes prediction model incorporating external factors, 
demonstrating enhanced classification accuracy compared to existing methods. They 
highlighted the role of Leveraging big data analytics to enhance medical care outcomes. 
[9] Warke et al. explored the significance of data mining in the medical care sector and put 
forward a model for predicting diabetes that showed improved classification accuracy. They 
emphasized the potential of big data analytics in transforming medical care sector. 
[10] McCarthy et al. explored application of visualization techniques in management, 
diagnosis, and cancer detection. Their study emphasized significance exploratory data analysis 
techniques in extracting clinically useful knowledge from biological data. 
[11] Chen et al. explored the design of visualizations to aid non-expert machine learning 
practitioners in diagnosing model problems. Their study focused on improving interpretability 
and explainability in the decision-making process of machine learning models. 
[12] Bruno et al. designed a system for understanding automatic diagnosis processes using 
visual analysis techniques. Their framework aimed to aid in debugging, interpreting, and 
contrasting machine learning models transparently and interactively. 
[13] Zhang et al. introduced Diverse, a structure independent of specific models, designed for 
diagnosing and interpreting diagnosing machine learning models. Their approach employed 
visual analysis techniques to assist in comparing machine learning models , debugging and 
interpreting.  
[14] Zhou et al integrated data visualization with support vector data description and the 
glowworm swarm optimization algorithm. for early detection of liver disease. Their approach 
achieved high sensitivity, specificity, and accuracy in diagnosing early liver disease. 
The literature review reveals that machine learning techniques are vital in diagnosing and 
managing diseases across different medical fields. Studies have demonstrated the effectiveness 
of machine learning algorithms such as logistic regression, support vector machines, random 
forests, Adaboost and decision trees in accurately diagnosing diseases including liver diseases, 
diabetes and breast cancer. Additionally, the integration of data visualization techniques has 
proven to be instrumental in enhancing the interpretability and explainability of machine 



DIABETES DIAGNOSIS USING MACHINE LEARNING AND DATA VISUALIZATION 

Journal of Data Acquisition and Processing Vol. 39 (1) 2024      1400 
 

learning models, thereby facilitating diagnosis and decision-making processes. Furthermore, 
the development of model-agnostic frameworks like Manifold offers promising avenues for 
interpreting and diagnosing machine learning models across different domains. Overall, these 
The results highlight the significance of utilizing data visualization techniques and machine 
learning in healthcare to improve diagnostic accuracy, enhance patient outcomes, and 
ultimately advance medical research and practice. 
 

III. METHODOLOGY 

 
Fig. 1. Proposed Methodology flowchart. 

The flow chart can be explained in the subsequent context; 
A. Preprocessing and Data Collection  

The initial step involves collecting the dataset and performing preprocessing tasks to ensure 
data integrity. This involves managing absent data, converting categorical variables into 
numerical ones, and standardizing numerical characteristics. In given data set, found 23899 
duplicates values which were dropped. These preparatory steps are crucial for the subsequent 
analysis. As such duplicate values can change the output.  
B. Checking for the outliers 

 
Fig. 2. Box plot for outliers. 
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There are outliers in BMI and PhysHlth but cannot remove all of them as they are in large 
quantity so need to fix z range for the box plot to reduce the outliers. Let’s explore the data 
first. 
C. Initial Data Exploration 

Following preprocessing, an exploratory analysis of the dataset is conducted to gain insights 
into its structure and characteristics. Descriptive statistics, visualizations, and other exploratory 
techniques are employed to understand the distribution and relationships within the data. 

 
Fig. 3. Count of Diabetes Status 

Fig. 3. is a plot of count of people along with the diabetes range. So, have the range from 0 to 
2. By looking at figure can see that divide this in to 3 ranges. 

 
Fig. 4. Count of Diabetes Status 

In Fig. 4.  divided the data in to 3 classes, that is the range which is 0,1, and 2. 

 
                 Fig. 5. Distribution of BMI 
From Fig. 5.  from BMI score 20-40 the count of the people is higher. 
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Fig. 6. Box plot for BMI 

BMI plays an important role that need to check if BMI contains outliers, that is the reason why 
plotted Box plot in Fig. 6. After seeing these many numbers of outliers adjusted the upper and 
lower limits. 
 

 
Fig. 7. Confusion Matrix 

BMI value importance, so plot Confusion Matrix in Fig. 7. to see the relation between each 
element. 
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Fig. 8. Diabetes Status Vs Age. 
From Fig. 8. Diabetes status 1 the Age group is stable when compared to Age groups for 0 
and 2. For status 0 the Age group is most unstable when compared to 1 and 2. 
 

 
Fig. 9. Distribution of general health. 

Fig. 9. Is a plot of GenHealth and count, found that value from 2 to 2.5 has the highest count 
in the dataset.   
D. Model Selection and Training 

Machine learning models are selected based on the nature of the problem and the characteristics 
of the dataset. Various algorithms such as Random Forest, K-Nearest Neighbors (KNN), Cat 
Boost, Logistic Regression and Decision Tree are considered for training. 

TABLE I. ACCURACY TABLE 
Index Model Name Accuracy 

1. KNN 0.8330 

2. Cat Boost 0.8501 

3. Random Forest 0.844 

4. Logistic Regression 0.847 

5. Decision Tree 0.7704 

                  
Cat Boost performs better than any other model as it has gained an accuracy rate of 85.01%. 
Other than Cat Boost Logistic Regression and Random Forest has the second highest 
correctness ratio that is 84.1% and 84.7% respectively. 
E. Split Dataset into Testing Sets and Training sets 

It is divided into a pair parts: one for training the models and another for testing their 
performance. It is done such that the model is shown part of the data to be taught and then it 
has to be tested with data that has not been detected to check whether the model has the 
generalization capability. 
F. Train Models using Training Data 
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This refers to the chosen machine learning models that are trained with the training data. The 
models make such adjustments by wherein they can be able to recognize structures and the 
relations that are captured in the data. 
G. Evaluate Model Performance 

Then, the performance of each model is measured against different metrics specified by F1-
score, precision, accuracy and recall. This process aids assess how well the models are able to 
predict diabetes status based on the provided health indicators. 
                              TABLE II. MODEL REPORT 

Model F1-
score 

Precision Recall Accuracy 

Decision 
Tree 

0.77 0.78 0.77 0.77 

Logistic 
Regression 

0.80 0.80 0.84 0.84 

Random 
Forest 

0.80 0.79 0.84 0.84 

Cat Boost 0.81 0.80 0.85 0.85 

KNN 0.80 0.78 0.83 0.83 

                        
Upon comparing the evaluation metrics for each model, it's evident that CatBoost outperforms 
the other models with regard to F1 score, recall, precision, and accuracy. With F1-score of 
81.33%, recall of 85.01%, precision of 80.56%, and an accuracy of 85.01%, CatBoost 
demonstrates superior predictive performance compared to the other models. Logistic 
Regression also exhibits commendable results with an F1-score of 80.98%.  and an accuracy 
of 84.79% Random Forest follows closely behind with and an F1-score of 80.85% and an 
accuracy of 84.13%. However, Decision Tree shows Marginally reduced performance with an 
F1-score of 77.51% and an accuracy of 77.04%. K-Nearest Neighbors (KNN) presents 
moderate results with an F1-score of 80.44% and an accuracy of 83.30% Overall, CatBoost 
emerges as the top-performing model in this analysis, offering the highest F1 and accuracy 
performance level compared to other models evaluated. 
 
ABOUT DATA SET 
A. Diabetes Health Indicators 

The dataset employed in this project comprises health indicators extracted from the Behavioral 
Risk dataset. It includes various metrics related to diabetes and general health, encompassing 
factors including blood pressure, cholesterol levels, smoking habits, body mass index (BMI), 
physical activity, and socio-demographic characteristics. 
B. Dataset Details: 
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a) Name: Diabetes Health Indicators (BRFSS dataset) 
b) Number of Rows: 253,680 
c) Source: Behavioral Risk Factor Surveillance System  
d) Number of Columns: 22 

 
C. Key Features: 

a) Diabetes_012: Indicates diabetes status (target variable). 
b) High BP: Presence of high blood pressure. 
c) High cholesterol: Presence of high cholesterol levels. 
d) CholCheck: Whether cholesterol levels were checked. 
e) BMI: Body mass index. 
f) Smoker: Smoking habits. 
g) Stroke: History of stroke. 
h) HeartDiseaseorAttack: History of heart disease or heart attack. 
i) PhysActivity: Engagement in physical activity. 
j) Fruits: Consumption of fruits. 
k) Veggies: Consumption of vegetables. 
l) HvyAlcoholConsump: Heavy alcohol consumption. 
m) AnyHealthcare: Access to healthcare services. 
n) NoDocbcCost: Healthcare coverage without out-of-pocket costs. 
o) GenHlth: General health status. 
p) MentHlth: Mental health status. 
q) PhysHlth: Physical health status. 
r) DiffWalk: Difficulty in walking. 
s) Sex: Gender. 
t) Age: Age of respondents. 
u) Education: Educational level. 
v) Income: Household income. 

 
IV. CONCLUSION 

In conclusion, this study particularly deals with machine learning algorithms and their use in 
diagnosing diabetes among respondents of the BRFSS survey. began by acknowledging the 
growing prevalence of diabetes as a global health concern, emphasizing the need for timely 
diagnosis and effective management strategies. Leveraging machine learning techniques, 
including Logistic Regression, Random Forest, CatBoost, K-Nearest Neighbors (KNN), 
Decision Tree predict diabetes status based on a diverse array of health indicators encompassed 
in the BRFSS dataset. 
Prior to model training and evaluation, rigorous preprocessing steps were undertaken to ensure 
the integrity and reliability of the data. This included scaling numerical features, addressing 
missing values, encoding categorical variables and addressing missing values to optimize 
model performance. Through systematic exploration of machine learning methodologies, 
aimed to provide valuable insights into the potential of these algorithms in diabetes diagnosis. 
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As moving forward, there are several avenues for further development and enhancement of this 
project. One key direction involves the integration of additional data sources to enrich the 
predictive capabilities of the models. Data stemming from wearable devices, electronic health 
records and genetic information can be pooled to provide a more holistic and thorough health 
agenda and hence enhance the precision of diabetes diagnosis. 
 Additionally, the deployment of these models in real-world clinical settings presents an 
exciting opportunity for validation and refinement. By working in partnership with health 
providers and in assisting them to carry out prospective research, we can certainly learn more 
about the practical efficiency of these models in supporting clinical decisions. 
Moreover, the development of user-friendly interfaces and decision support systems can 
facilitate seamless integration of these predictive tools into routine clinical practice. By 
streamlining the implementation process and enhancing user accessibility, maximize the 
impact of these models in improving patient care and outcomes. 
Overall, the future of this project lies in continued innovation, collaboration, and validation 
efforts, with the ultimate goal of harnessing the full potential of machine learning in 
revolutionizing diabetes diagnosis and management. 
Our results demonstrated promising outcomes, with CatBoost achieving the highest an F1-
score of 81.33% and accuracy of 85.01% outperforming other models in terms of predictive 
performance. Logistic Regression also demonstrated strong performance, achieving an F1-
score of 80.98% and an accuracy of 84.79%. These findings underscored the capability of 
machine learning methods to support medical care experts in their work. diagnosing diabetes, 
thereby facilitating early intervention and improved patient outcomes. 
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