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Abstract. The project presents a cutting-edge technique designed to significantly improve the 
precision in identifying vessels within CT scan imagery. At its core, this method introduces an 
automated system for the adjustment of pivotal parameters, notably the distortion probability 
and block size. These adjustments are made in real-time, based on the detection of overfitting 
signals, allowing the algorithm to maintain a perfect balance that safeguards against both 
overfitting and underfitting scenarios. This ensures that the model is neither too complex for 
the data it trains on nor too simplistic to capture the essential patterns. In an effort to further 
refine the model's capability to classify vessels accurately, the project integrates two 
sophisticated loss functions: Dice loss and cross-entropy loss. The synergy of these loss 
functions is expected to enhance the model's sensitivity and specificity in classification tasks, 
making it a powerful tool for medical diagnostics. Moving away from the traditional and often 
laborious manual optimization of these parameters, the project employs an automated, efficient 
strategy. This strategy is anchored in a performance-driven trial-and-error methodology, 
meticulously guided by the outcomes of test dataset evaluations. By doing so, it leverages 
empirical evidence to fine-tune the model's parameters, ensuring optimal performance. The 
automation of this optimization process marks a significant leap towards enhancing both the 
accuracy and operational efficiency of vessel classification in CT imaging. It promises to 
expedite the diagnostic process, making it more reliable and less prone to human error. By 
streamlining this aspect of medical diagnostics, the project stands to offer substantial 
improvements in the speed and reliability of patient care, setting a new standard for precision 
in medical imaging analysis. 
Keywords: CT imaging, vessel classification, dynamic parameter adjustment, Dice loss, cross-
entropy, automated optimization, diagnostic accuracy. 
 
1. Introduction 
Retinal scans are a cornerstone in the early detection and management of significant health 
conditions, including macular degeneration, diabetic retinopathy and other age related eye 
conditions. The above said conditions manifest through noticeable alterations in the retinal 
blood vessels, making their detailed examination crucial. However, the process of manually 
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isolating these vessels is very time-consuming and also demands a high level of proficiency, 
posing a significant bottleneck in diagnostics. 
 
To mitigate these challenges, the proposed project introduces a groundbreaking deep learning 
framework designed to streamline the segmentation and classification of retinal vessels. This 
framework is distinct in its utilization of Switchable Normalization, a technique that 
significantly reduces the risk of overfitting, which is a customary pitfall where a model learns 
the training data too accurately, impairing its performance on unseen data. Overfitting can 
render a model less effective, as it becomes overly tailored to the specifics of the training 
dataset and fails to generalize well to other datasets. Switchable Normalization helps by 
adaptively selecting the most suitable normalization technique during the training process, 
enhancing the model's generalizability. 
 
Moreover, the project explores the synergistic integration of Dice loss with cross-entropy as 
advanced loss functions. This combination is particularly effective in refining the model’s 
precision in classifying retinal vessels within CT scans. While cross-entropy is a premier choice 
for classification tasks, offering an accurate measure of the contrast between the predicted and 
actual distributions, Dice loss is tailored for segmentation tasks, focusing on the overlap 
between the predicted and the actual ground truth. By merging these two, the model’s capacity 
to distinguish and classify retinal vessels is significantly boosted. 
 
2. Motivation 
The driving force behind this initiative is the critical necessity to refine both the precision and 
efficiency of vessel classification within CT scans. Current methodologies often stumble when 
it comes to accurately identifying smaller vessels, a flaw that can lead to incorrect 
interpretations and, consequently, inappropriate treatment plans. By introducing an automated 
method for selecting operational parameters, the project intends to simplify and accelerate the 
optimization process, substantially diminishing the need for the labor-intensive manual 
adjustments that have been the norm. This approach not only aims to save valuable time but 
also to increase the efficacy of diagnostics. Furthermore, the incorporation of sophisticated loss 
functions is poised to significantly boost the accuracy and reliability of vessel classification, 
directly contributing to enhanced diagnostic procedures. The project also plans for the future 
by aiming to adaptively modify parameters and incorporate further advancements to push the 
boundaries of classification performance even further. This holistic strategy showcases a 
committed effort to leverage technology for substantial improvements in medical diagnostic 
accuracy and operational efficiency, ultimately aiming to support better clinical outcomes. 
 
3. Relevant Works 
1. The deep learning framework for retinal vessel segmentation, as described in the paper 
"Block Attention and Switchable Normalization Based Deep Learning Framework for 
Segmentation of Retinal Vessels"[1] incorporates advanced techniques to improve model 
performance. By integrating Switchable Normalization (SN) and Block Feature Map 
Distortion(BFMD) within the U-Net architecture, the model achieves accelerated convergence 
and enhanced generalization across diverse datasets. SN, applied to each convolutional layer, 
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enhances adaptability to varying data characteristics, while BFMD further strengthens 
regularization, ensuring robust segmentation. Moreover, the inclusion of the Global Context 
Informative Convolutional Block Attention Module(GCI-CBAM) enriches feature 
representation by capturing global context information. This comprehensive approach not only 
facilitates faster convergence but also yields superior segmentation results compared to existing 
U-Net variants. The proposed framework, by integrating SN, BFMD, and GCI-CBAM, 
presents significant advancements in retinal vessel segmentation, promising improved 
performance and adaptability across different datasets. 
2. The paper "Deep Learning Network (DL-NET) based classification and segmentation of 
multi-class retinal diseases using OCT Scan"[2] proposes a novel DL-NET approach for 
classifying and segmenting retinal diseases. Utilizing a publicly available OCT image dataset, 
the model employs image pre-processing and normalization to address input dimension 
reconciliation and overfitting concerns, respectively. By systematically integrating deep 
learning models, including a modified ResNet-50 architecture with Stochastic Gradient 
Descent optimization, the proposed approach effectively identifies normal and pathological 
structures associated with AMD, DME, Drusen, and CNV conditions. This comprehensive 
methodology offers promising advancements in medical image analysis. 
3. The paper "SS-Norm: Spectral-spatial normalization for single-domain generalization with 
application to retinal vessel segmentation"[3] introduces SS-Norm, a novel normalization 
technique tailored for single-domain generalization (single-DG), especially in retinal vessel 
segmentation. By analyzing how Batch Normalization (BN) layers affect the distribution of 
semantic frequency components (SFC) across domains, the study identifies factors influencing 
network generalization. The proposed SS-Norm layer aims to better normalize SFC 
distributions, enhancing domain-invariant representation. Experimental results demonstrate 
SS-Norm's superior performance over baseline models with BN modules, particularly on the 
ARIA dataset. By aligning SFC distributions across domains, SS-Norm improves model 
generalization. This innovative approach, presented in "SS-Norm: Spectral-spatial 
normalization for single-domain generalization with application to retinal vessel 
segmentation," holds promise for advancing single-domain generalization techniques in 
medical image analysis, particularly for retinal vessel segmentation. 
4. The paper "A Survey of Deep Learning for Retinal Blood Vessel Segmentation Methods: 
Taxonomy, Trends, Challenges and Future Directions"[4] critically evaluates cutting edge 
methods, challenges, identifies trends, and proposes future research directions. It analyzes 
taxonomies such as optimization algorithms, regularization methods, activation functions, 
transfer learning, and ensemble learning methods to improve the performance of automatic 
retinal blood vessel segmentation algorithms. 
5. The paper "SA-U-Net: Spatial Attention U-Net for Retinal Vessel Segmentation"[5] 
introduces SA-U-Net, a model for retinal vessel segmentation based on artificial neural 
networks and edge detection filters. It addresses training challenges on small retinal image 
datasets with aggressive data augmentation and introduces a structured dropout convolutional 
block and spatial attention module, resulting in a state-of-the-art model for retinal vessel 
segmentation. 
6. The paper "Importance of Data Augmentation and Transfer Learning on Retinal Vessel 
Segmentation"[6] also employs artificial neural networks and edge detection filters for retinal 



SEGMENTATION OF RETINAL VESSELS USING SWITCHABLE NORMALIZATION WITH CROSS ENTROPY 

Journal of Data Acquisition and Processing Vol. 39 (1) 2024      1037 
 

vessel segmentation. It emphasizes the significance of data augmentation and transfer learning, 
particularly for datasets with few samples. This approach aims to enhance model performance 
by leveraging information learned from one dataset to train on another with similar targets. 
7. The paper "Pyramid-Net: Intra-layer Pyramid-Scale Feature Aggregation Network for 
Retinal Vessel Segmentation"[7] introduces the Pyramid-Net method, which enhances 
traditional vessel segmentation methods by incorporating pyramid skip connections. The 
method is demonstrated to be effective on multiple datasets, including DRIVE, STARE, and 
CHASE-DB1, with optimizations such as pyramid inputs enhancement, deep pyramid 
supervision, and pyramid skip connections contributing to improved performance, particularly 
for thin vessels. 
8. The paper "CRAUNet: A cascaded residual attention U-Net for retinal vessel 
segmentation"[8] proposes CRAUNet, a model developed on U-Net architecture with three key 
modules: a cascaded refined U-shape design, an MFCA module, and, a residual block with 
DropBlock. The model utilizes regularization mechanisms like DropBlock and an MFCA 
module to prevent overfitting and enhance feature maps, respectively. The cascaded design 
produces a rough vessel probability map used as prior information for refined segmentation. 
9. The paper "How to design a deep neural network for retinal vessel segmentation: an 
empirical study"[9] empirically analyzes retinal vessel segmentation techniques, focusing on 
data processing, attention mechanisms, and regularization strategies. The proposed deep neural 
network achieves impressive performance on various datasets by exploring different aspects 
such as data processing pipeline, attention mechanisms, and regularization strategies, 
demonstrating strong generalization capabilities. 
10. The paper "An Automated Image Segmentation and Useful Feature Extraction Algorithm 
for Retinal Blood Vessels in Fundus Images"[10] presents an algorithm for automating 
segmentation of retinal blood vessels and clinical feature extraction through image 
segmentation and feature extraction stages. Evaluations on datasets like DRIVE and HRF 
demonstrate significant improvements over existing methods, with high accuracy and precision 
indicating potential for efficient diagnosis by ophthalmologists. 
11. The paper "Binary cross entropy with deep learning technique for Image classification"[11] 
focuses on the use of binary cross-entropy loss and deep learning techniques for image 
classification. The binary cross-entropy loss function computes the performance of an image 
classification model, with values between 0 and 1 indicating the divergence of predicted 
probabilities from actual classes. The work demonstrates the importance of loss functions in 
multi-class classifier learning and proposes a binary cross-entropy loss function with softmax 
classifier for image classification tasks, achieving high training accuracy on the 102flowers.tgz 
dataset. 
12. The paper "Can Cross Entropy Loss Be Robust to Label Noise?"[12] introduces the Taylor 
cross entropy loss framework to address label noise in deep learning. By adjusting the Taylor 
Series order for Categorical Cross Entropy (CCE) loss, this method controls model adherence 
to noisy labels, improving robustness. The approach is supported by theoretical analysis and 
demonstrates superior performance in benchmark tests, outperforming other approaches in the 
majority of cases. 
13. The paper "An Improved Object Detection Model based on Optimized CNN"[13] discusses 
the challenges in training convolutional neural networks (CNNs) for object detection tasks, 
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particularly addressing internal covariate shift with normalization techniques like batch 
normalization (BN) and switchable normalization (SN). The study evaluates the performance 
of five pre-trained networks (SqueezeNet, GoogleNet, ShuffleNet, Darknet-53, and Inception-
V3) using transfer learning, achieving impressive results with Darknet-53 in terms of accuracy. 
14. The paper "UNet 3+: A Full-Scale Connected UNet for Medical Image Segmentation"[14] 
introduces UNet 3+, a segmentation method validated on liver and spleen segmentation using 
datasets ISBI LiTS Challenge and a hospital dataset. UNet 3+ utilizes full-scale skip 
connections, deep supervision, and a hybrid loss function. Experimental results demonstrate its 
superiority over previous state-of-the-art approaches in terms of accuracy and boundary 
coherence for both liver and spleen segmentation tasks. 
15. "Swin-Unet: Unet-Like Pure Transformer for Medical Image Segmentation"[15] presents 
Swin-Unet, which is a Transformer-based method for medical image segmentation. It utilizes 
an Unet-like architecture with tokenized image patches and skip-connections. Swin 
Transformer architecture serves as the encoder, while a proportional Swin Transformer-based 
decoder handles up-sampling. Experimental results confirm Swin-Unet's superiority over 
convolution-based methods, demonstrating its potential in medical image analysis. 
16. The paper "Dense-UNet: a novel multiphoton in vivo cellular image segmentation model 
based on a convolutional neural network"[16] explores the use of a CNN model for segmenting 
in vivo MPM images of skin cells. Dense UNet, based on U-Net architecture, utilizes a dense 
sequence for deeper architecture and feature reuse. Experimental results show Dense UNet 
outperforming U-Net in accuracy, Dice coefficient, and F1-Score metrics, demonstrating its 
effectiveness in cellular image segmentation tasks. 
17. The paper "AFTer-UNet: Axial Fusion Transformer UNet for Medical Image 
Segmentation"[17] utilizes axial fusion transformers to blend intra-slice and inter-slice 
contextual information, enhancing the terminal segmentation process. The model is trained 
using the Adam optimizer with elastic transform applied for overfitting prevention. 
Experimental results on three datasets demonstrate the effectiveness of the proposed 
framework compared to previous methods. 
18. The paper "Multi-Res-Attention UNet: A CNN Model for the Segmentation of Focal 
Cortical Dysplasia Lesions from Magnetic Resonance Images"[18] presents a hybrid skip 
connection framework for focal cortical dysplasia(FCD) lesion segmentation from MRI 
images. By incorporating Respaths, Attention Gates, and Multi-Res blocks, the model achieves 
superior performance with fewer parameters. Real-time data augmentation and 5-fold cross-
validation are employed to address overfitting and ensure robustness. 
19. The paper "Retinal vascular junction detection and classification via deep neural 
networks"[19] employs a RCNN based Junction Proposal Network to detect potential retinal 
vascular junctions, followed by a Junction Refinement Network to remove false detections. 
Computed junction points are classified as crossover or divergence using the Junction 
Classification Network. The approach achieves significant improvements in F1-score on 
DRIVE and IOSTAR datasets compared to state-of-the-art methods, with high precision and 
recall values. 
20. The paper "VG-DropDNet: A Robust Architecture for Retinal Vessel Segmentation"[20] 
integrates elements from DenseNet, U-Net and VGG along with a dropout layer, significantly 
advances retinal vessel segmentation. Evaluated on STARE and DRIVE datasets, VG-
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DropDNet demonstrates high accuracy, sensitivity, specificity, F1-score, IoU, and Cohen’s 
Kappa coefficient. With an accuracy exceeding 90% and an IoU of 70% on DRIVE, and 
performance above 86% on STARE, VG-DropDNet shows promise for automated detection of 
retina disorders. 
 
4. Project Scope 
The project aims to develop an automated system to improve vessel classification accuracy in 
computed tomography (CT) imaging. Specifically, the focus will be on creating algorithms to 
automate the selection of distortion probability and block size parameters, crucial factors 
influencing classification accuracy. Additionally, the project will explore integrating advanced 
loss functions. Dice loss with cross-entropy is such a loss function, that enhances the model's 
capability to accurately seggregate vessels in CT images. To streamline the parameter 
optimization process, a trial-and-error approach guided by performance evaluation on the test 
dataset will be employed. This iterative method will allow for efficient fine-tuning of 
parameters to maximize classification accuracy. The potency of the proposed automated 
approach will be rigorously evaluated and validated using real-world CT imaging datasets. By 
comparing the results obtained from the automated approach with those from manual 
optimization methods, the project will assess the efficacy of automation in enhancing vessel 
classification accuracy. 
 
5. Algorithm 
5.1 Switchable Normalisation (SN): 
Switchable Normalization (SN) revolutionizes neural network normalization by dynamically 
selecting the most suitable normalization method based on input data characteristics. Unlike 
traditional methods, SN introduces a gating mechanism that assigns weights to different 
normalization methods during training. This adaptability allows SN to handle diverse data 
distributions and network architectures, leading to enhanced convergence and generalization. 
By jointly optimizing the gating mechanism and normalization parameters, SN seamlessly 
integrates into existing architectures like U-Net or ResNet, boosting their performance. In 
essence, SN offers a flexible and adaptive approach to normalization, improving neural 
network robustness and effectiveness across various computer vision tasks. 
 
5.2 Cross Entropy with Dice Loss 
Cross Entropy with Dice Loss is a hybrid loss function often ustilized in semantic segmentation 
tasks, particularly in medical image analysis. It combines the advantages of both Dice Loss and 
Cross Entropy Loss to improve the accuracy and robustness of segmentation models. By 
integrating Cross Entropy with Dice Loss, the hybrid loss function leverages the advantages of 
both the components. The Cross Entropy component helps in learning from the pixel-wise class 
distribution, while the Dice Loss component focuses on improving boundary delineation and 
handling class imbalance. During training, the model minimizes the combined loss function, 
optimizing both segmentation accuracy and boundary delineation. This leads to more accurate 
and precise results of the segmentation, especially in scenarios with class imbalance or complex 
object boundaries. 
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6. Methodology 

 
Fig. 1. The above flow chart represents the workflow diagram that has been used for creating the model. 

 
The methodolgy to develop the model is as follows. Firstly, it aims to enhance the performance 
of deep learning models for tasks involving classification and segmentation by integrating Dice 
loss with cross-entropy. The proposal suggests that this integration can mitigate class 
imbalance issues and improve object localization. Steps involved in developing the project 
includes: 
 
1. Integration Method: The integration of Dice loss with cross-entropy can be achieved through 
various methods, such as taking a weighted sum or using a weighted combination. These 
weights serve as hyperparameters and can be optimized during training to achieve the best 
performance. 
 
2. Implementation in Deep Learning Framework: The combined loss function, resulting from 
the integration, needs to be implemented into the chosen deep learning framework, such as 
TensorFlow or PyTorch. This ensures that the model can effectively optimize the parameters 
based on the combined loss. 
 
3. Model Outputs: The model should be configured to output both class probabilities and 
segmentation masks if necessary for the calculation of the Dice loss. This allows for the model's 
performance to be comprehensively assessed. 
 
4. Training and Evaluation: Once the integration is implemented, the model is developed and 
trained using the combined loss function. During training, the weights of the integration method 
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may be optimized to maximize performance. When the training phase is completed, the model 
is evaluated using appropriate metrics to assess its classification and segmentation 
performance. 
 
Overall, the above module provides a systematic approach to enhance deep learning models by 
leveraging the complementary strengths of Dice loss and cross-entropy, ultimately improving 
their performance in classification and segmentation tasks. 
 
7 Results 
The project is a cutting-edge deep learning framework to streamline the classification and 
segmentation of retinal vessels, which is crucial for detection and management of conditions 
like age-related diabetic retinopathy. By incorporating Switchable Normalization, the model 
mitigates the possibility of overfitting, thereby enhancing generalization to unseen data. The 
synergistic use of Dice loss and cross-entropy as advanced loss functions enhances precision 
in identifying retinal vessels within CT scans. This innovative approach helps to automate the 
paprameters dynamically thus significantly reducing the time wasted in manually adjusting the 
parameters. By leveraging cutting-edge deep learning techniques, the proposed framework has 
the capacity to dramatically change the way retinal scans are analyzed, ultimately improving 
patient outcomes and enhancing the efficiency of diagnostic processes. 
   

 
Fig. 2. The image showcases the sample prediction after epoch 6 

 
Fig. 3. The image showcases the sample prediction after epoch 390 

 
As one can conclude from the images above, the model incrementally becomes better at 
adjusting the parameters and from the sixth interation to the three-ninetieth iteration the model 
as improved significantly from 71.47% accuracy to 99.08% accuracy. This hence validates the 
performance and real-world usage of the model developed in the healthcare sector which can 
revolutionize how retinal CT scans are analyzed. 
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Table. 1. The table represents the Loss and Accuracy for each corresponding EPOCH 
8  Robustness and Generalization 
The proposed deep learning framework for the classification and segmentation of retinal vessel 
offers robustness and generalization capabilities crucial for its effective application in medical 
diagnostics. Robustness is ensured through the integration of Switchable Normalization, which 
mitigates the risk of overfitting by dynamically selecting the most appropriate normalization 
technique during training. This adaptability helps the model maintain performance consistency 
across different datasets and variations in input data, enhancing its resilience to noise and 
irrelevant sequences in the training data. Moreover, the synergistic integration of Dice loss with 
cross-entropy as advanced loss functions further contributes to the model's robustness. Dice 
loss focuses on spatial overlap, ensuring accurate segmentation of retinal vessels, while cross-
entropy provides regularization to prevent overfitting and promote robust classification of 
vessel pixels. In terms of generalization, Switchable Normalization plays a key role by enabling 
the model to adapt effectively to diverse datasets and variations in data distributions. This 
adaptability ensures that the model's performance remains stable and reliable when applied to 
unseen data, thus enhancing its generalization capabilities across different clinical scenarios 
and patient populations. Overall, the proposed framework offers a comprehensive solution for 
robust and generalizable retinal vessel segmentation and classification, holding significant 
potential for enhancing diagnostic accuracy and efficacy in ophthalmic healthcare. 
 
 

EPOCH LOSS ACCURACY 

1 0.7347 0.4709 

5 0.6523 0.6250 

10 0.5764 0.7284 

50 0.3274 0.9559 

100 0.2168 0.9703 

150 0.1555 0.9772 

200 0.1178 0.9818 

250 0.0920 0.9850 

300 0.0750 0.9870 

350 0.0621 0.9891 

375 0.0564 0.9903 

390 0.0536 0.9908 

395 0.0528 0.9911 

400 0.0518 0.9911 
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9 Conclusion 
The proposed deep learning framework offers a promising solution for classification and 
segmentation of retinal vessel which is robust and adaptable, with implications for enhancing 
diagnostic accuracy in critical eye conditions such as macular degeneration and diabetic 
retinopathy. Through earlier detection and intervention facilitated by accurate segmentation 
and classification, patients can receive timely treatment, potentially preserving vision and 
mitigating sight-threatening complications. Furthermore, the framework's scalability enables 
testing on larger datasets, fostering continuous refinement and improvement of accuracy and 
precision. This iterative process enhances its reliability and efficacy in clinical settings, 
ultimately bolstering diagnostic capabilities and patient outcomes. Additionally, the versatility 
of this deep learning approach extends beyond retinal vessels; its application can be extended 
to classify other types of blood vessels, broadening its utility and impact in various medical 
domains. Overall, this advancement signifies a promising stride towards more efficient and 
effective healthcare interventions, underscoring the transformative potential of deep learning 
in ophthalmology and beyond.   
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